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EuroHPC JU
• Developing a pan-European 

supercomputing infrastructure 
• Supporting research and 

innovation activities 
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LUMI

Supplied by Atos, based on the BullSequana
XH2000, Sustained perf: 249.4 petaflops
Peak perf: 322.6 petaflops
Intel Ice-Lake (Booster), Intel Sapphire Rapids 
(data-centric), NVIDIA Ampere architecture-
based GPUs,

Supplied by Atos, based on the BullSequana
XH2000, 6,8 petaflops, AMD EPYC 7H12 
64core, 240 Nvidia A100 cards

Supplied by HPE, based on an HPE Apollo 
2000Gen10 Plus and HPE Apollo 6500, 9,13 
petaflops

Supplied by Atos, based on the BullSequana
XH2000, committed 10 petaflops HPL, 2+ 
petaflops HPL, AMD EPYC, NVIDIA A100

Supplied by Atos, based on the BullSequana
XH2000, 4,44 petaflops, AMD EPYC 7H12 
64core

Heterogeneous 10 petaflops state-of-the-art 
system based on the x86 and the ARMv8
architectures.

Cray EX supercomputer supplied by HPE 
Sustained perf: 375 petaflops
Peak perf: 552 petaflops
64-core next-generation AMD EPYC™ CPUs, 
future generation AMD Instinct™ GPU

Leonardo

Vega

Karolina

MeluXina

Discoverer

Deucalion

3 4 52 85

123 140
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EuroCC
• 33 countries
• Brings together expertise
• Increase national strengths in HPC, 

HPDA, AI



• Est. 01-09-2020

• Financing:
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Staff
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Training Software support HPC allocation help
57

1300 (300) 12 43

Industry Academia Public administration



Training

• Beginner/intermediate/advanced level
• HPC/AI/HPDA topics
• Focus on GPU programming: CUDA/HIP, 

SYCL, OpenMP, Julia/Python support
• Domain specific events

• CFD
• Quantum Chemistry 
• Biomolecular Simulations

• Hackathons/Bootcamps
• NVIDIA
• Intel

• Industry related events
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https://enccs.se/training-resources/ 
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Scientific Software Support https://enccs.se/supported-software/

• Porting into GPUs
• CUDA
• HIP

• Optimizing for large scale (MPI)
• Providing best practices and know-how
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Proposal support
https://enccs.se/proposal-support/

• Choosing type of access
• Assisting in writing the proposal
• Follow up to assist and give know-how 

after access has been gained



11

Success Stories
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Skellefteå, Sweden
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Simulations of the electrochemistry
relevant for battery development
Use of classical and reactive 
molecular dynamics and quantum 
chemical simulations to devise 
bottom-up design strategies for 
improved batteries
Software used:
• Lammps (for reactive force 

field simulations)
• GROMACS
• psi4 (for sapt simulations)
• ADF

2 268 000 CPU & GPU Core 
Hours
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Swedish speech-to-text models

(Based on Google-BERT)

Text

Video

Audio

Magic
(Neural networks)

10 000 000 GPU core hours
(Regular Access, Meluxina)

26 
PB
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• Image segmentation models

• Text-recognition

384 000 GPU core hours
(Development Access, VEGA)

Adapting AI-
technology for use in 

archives

Make scanned images 
searchable
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Batteries for Stationary Energy Storage

Optical inspection by 
using AI-based machine
vision

384 000 GPU core hours
(Development Access, VEGA)

• Speed up model training time
• Larger image datasets
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Collaborations with more 
than 24 companies and 

institutions
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Thank you!


